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Abstract 

 

We present an automated Image Annotation 

system called I-Tag which uses both visual and textual 

information of the images and recommends relevant 

tags for them.  The automatic generation of metadata 

would allow image searches and content-based image 

retrieval (CBIR) to be more effective.  We use state of 

the art tools on text based retrieval and image content 

based retrieval to retrieve similar images. We use an 

open source image retrieval engine called FIRE [8], to 

perform content based image search. We use the 

visual features as well as the title of the image to 

recommend tags for the image with high relevance. 

Experiments are conducted on approximately 5000 

images downloaded from FLICKR to compare the 

accuracy of the recommended tags. Our experiments 

show that the mean average precision of the 

recommended tags is 69%. 

Index terms: image annotation, tagging, image 

retrieval, content-based image retrieval. 

 

1. Introduction 

Image annotation also known as image tagging 

is the process of assigning metadata in the form of 

captions and keywords to digital images. Developing 

effective methods for automated annotation of images 

and the consequent retrieval of images aided by such 

annotations is a relatively new and highly active area 

due to its wide importance in the internet, and still an 

open research area [1]–[35]. Major search engines, such 

as Google, MSN, and Yahoo! that provide image search 

depend heavily on the name of the images, their textual 

description and the text surrounding the images, found 

on the Web pages containing these images. Hence 

computer assisted annotation of images would 

guarantee their visibility as search engine result. 

Manual image annotation has been in existence 

for quite a while. Image sharing websites such as 

Picasa[34], Flickr[13], etc. give their users the ability to 

annotate the images while uploading them. These 

annotations are generally one or two words describing 

the image. However the major drawback of this 

technique is that the tags are user specific. Various 

attempts have been made towards automating this 

manual process [1]. Some analyze the information 

generally present in the tags that people give to their 

images, and henceforth recommend tags for their 

images [10]. Some World Wide Web image search 

engines attempt to automate annotation by using text 

from the image filename and text near the image on a 

webpage. However, search results using this method 

usually contain many irrelevant images. Most of the real 

world systems just rely on the textual features that are 

present with the image such as the title, the text present 

around an image on the webpage from where it is 

uploaded [11]. Also Google has made attempts towards 

this by involving the user in understanding the 

semantics of the images by developing an Image-Tag 

game Image Labeler [11]. However they have not come 

up with an Image tag recommendation system yet.  

Efforts have been devoted also for more 

computer-aided automatic annotation based on image 

features. To annotate an image, different visual features, 

for example, color, texture, and shape are extracted. 

Then, using some classification algorithm, an automated 

system will be able to annotate the image. An image 

annotation system is very closely related to image 

retrieval system. An image retrieval system can retrieve 

images using the text in the annotated images which is 

more naturally represented in comparison to non-

annotated images. There are three basic image 

annotation approaches: free text annotation, keywords 

and ontologies [1]. Keywords annotation is the use of 

arbitrarily chosen keywords or keywords from 

controlled vocabularies and is the most widely used. 

Free text annotation does not have any restriction on 

how to use text to annotate image. Ontologies are the 

use of a large classification system that classifies 

different aspects of life into hierarchical categories [23]. 

ImageCLEF provides the visual concept detection task 

[25] and medical image annotation task [24] for this 

area. Both task aims to annotate images using 

ontologies. There have also been many efforts to reduce 

the annotation retrieval gap [1],[2],[3],[4],[7] which 

refers to the difference in metadata generated by the 

human experts and those by systems for the same 

image. Automatic annotation of images using Statistical 

Learning Approach [5] and hidden Markov models [6] 

has also been studied. However reliable automatic 

image annotation still remains an open problem. 

We present in this paper an automated Image 

Annotation system called I-Tag which uses both visual 

and textual information in the title of the images and 

recommends relevant tags for them.   We believe that 
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by accounting for both visual as well as such textual 

features of images it is possible to reduce the annotation 

retrieval/semantic gap and provide highly relevant tags 

for them. [35] tries to utilize both visual and textual 

features, but therein the textual features refer to the text 

surrounding the image on the webpage from where it is 

taken, and this would lead to the semantic gap problem.  

 

2. Dataset 

The dataset consists of 5000 images 

downloaded from Flickr [13]. Flickr is a website that 

allows users to upload images to it and provides online 

image management. Through Flickr, users can share 

their images with other Flickr users as well as other 

people in the world. 

There are several reasons for choosing to work 

with Flickr. Firstly, they have a large number of images 

available for download since they have a lot of users 

uploading images to their website every day. This 

makes it easier to build our data set. Also along with the 

images the metadata associated with them is also 

available.  Flickr provides an API for developers to 

easily access its information, such as the images, user 

information, and image information. Flickrj is an API 

kit developed for Java to access the Flickr API and is a 

Java API which wraps the REST-based Flickr API. It 

covers most of the functionality that Flickr API 

provides. Images in the interesting photo section, along 

with their titles, tags, and number of favorite, are 

downloaded directly using Flickrj. 

The downloaded images are chosen such that at 

least one of the following words, “Clouds”, “Flower”, 

“Tree”, “Beach” , “Sunset”, “Winter”, “Night”, 

“Grass”, “Dog”, and “Water”, in their title or tags are 

chosen to build up the Flickr data set to be used in the 

experiment.  We also downloaded images having two of 

these keywords occurring together in their title or tags 

such as, “Beach” and “Water” or “Winter” and “Night” 

etc. Similarly we also had in our dataset images with 

triplets of these keywords and images with quadruples 

of these keywords occurring together in their title or 

tags. We conducted separate experiments on these sets 

of images and observed the variation of results. We do 

not use more than quadruples of keywords as there was 

no significant improvement in our results after that. 

Using interesting photos and restricting the images to 

have certain keywords ensured the quality of the photos 

and reduced the noise of the dataset. The reason for 

using these keywords is because they appear more 

frequently in the title or the tag of an image and 

therefore, the data set is easier to build. However, our 

system should work well with other less popular terms 

and image data sets – depending of course in the quality 

of tags assigned by the public to those images.  

 

3. Image annotation system and implementation 

In this section, we describe the image 

annotation system I-TAG that we have built, the 

components of the system and their implementation, 

and content-based image retrieval system highlights.  

 

3.1 Overview 

The objective of the textual and content based 

image annotation system is to allow the users to give 

images to the I-TAG tool and get back relevant tags for 

them as the result. Fig. 1 shows a high level block 

diagram illustrating our system. There are three main 

tasks involved in building an annotation system for 

images. The first task is to build a dataset for the 

annotation system, comprising of images from Flickr. 

This is done by the administrator of the system.  The 

images for the dataset are downloaded from Flickr 

along with their respective title and tags. Then the user 

of the system gives an image to the system as input, 

which is to be annotated automatically by the system, 

referred to as the Query Image X. The next task for the 

administrator is to find images in the downloaded 

dataset, that are visually similar to the query image X. 

To perform this task state of the art content-based image 

retrieval engine is used that can extract visual features 

of a given image and return images that are visually 

similar to it. Also along with each of these similar 

images it generates a similarity score ranging from 0 to 

1. Higher similarity score implies that the image is more 

similar to the original query image. The administrator 

orders these images based on this similarity score. Then 

the administrator extracts textual features (tags and/or 

titles) of all these similar images and the query image 

itself and forms a list of all the keywords. Finally the 

administrator finds the most frequently occurring 

keywords in this list and recommends it as the tags for 

the query image X. 

 

3.2 Image Database  

First we download images along with their tags 

from Flickr and build up our dataset as mentioned 

earlier. Obtaining this information is relatively easy 

since Flickr provides an API for developers. Flickrj [14] 

is an API kit developed for Java to access the Flickr 

API. It is a Java API which wraps the REST-based 

Flickr API. We store the image id, image title and the 

image tags in a MySQL database [9]. Next we divide 

the dataset into testdata (for which to generate its tags) 

and traindata i.e. we store them as two different MySQL 

tables. The testdata table has the following columns: 

image id, image title and tags that are to generated. The 

traindata table has the following columns: image id, 

image title, original tags (tags that are downloaded 

along with the image from flickr) and recommended 

tags (this column would be empty initially). The images 
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in the traindata form the dataset to submit to the image 

retrieval engine FIRE. The images in the testdata form 

the set of query images X, i.e. those images for which 

our tool has to recommend tags. The tags that have been 

downloaded along with these test-data images from 

Flickr are the Original or the „Ideal‟ tags and serve as 

the comparison base in the evaluation of the tags 

recommend by I-TAG for these images. 

 

3.3 Content Based Image Retrieval 

The Flexible Image Retrieve Engine (FIRE)[8] 

is used as a “black box” to perform content-based image 

search in our I-TAG system. FIRE has participated in 

the ImageCLEF since and has shown to be one of the 

best among other content based image retrieval system 

(CBIR) participants in both photo and medical retrieval 

tasks. It is available for download on the FIRE website. 

The initial screen of FIRE shows several randomly 

chosen from the database to present to the user. The 

user can choose one of the images to start a query, ask 

the system to present more random images or upload 

one‟s own image as a query image. Unique to FIRE, but 

not to most of the several available CBIR systems, is 

the flexibility for a user to upload an arbitrary set or 

database of images and then obtain from FIRE the 

images in it most similar to an arbitrary query image or 

images provided by the user. 

After getting back the result from FIRE, the 

user can start a new query by choosing other random 

images or uploading his own image. The user can refine 

the retrieval result by giving feedback to FIRE using 

three buttons below the image, the user can tell FIRE if 

the image is relevant or not: the green plus sign means 

the image is relevant, the red minus sign means the 

image is not relevant and the grey sign is chosen by 

default and means that the user does not have any 

opinions on that image. The user can look at the 

information of a particular image in the retrieval result, 

the full size image and the information of the visual 

features extracted.  

 

Feature Extraction and Image Retrieval 

For each image, FIRE extracts five visual 

features: color histogram, Tamura features, global 

texture descriptor, invariant feature histograms, and 

sparse patch histograms. Invariant feature refers to a 

feature that does not change when transformations are 

applied to an image. The transformations considered are 

translation, rotation, and scaling [30]. The invariant 

feature histogram is used in FIRE. 

To decide which image in the database should 

be retrieved for an image query X, the distance score 

between the query image and each image I in the 

database is calculated. Each feature is assigned a weight 

and the distance score is the weighted sum of all the 

features.  

We have also manipulated the code of FIRE 

such that it returns the name of the similar images as 

well in the final result. This is required specifically for 

our tool, as once we get the name of these similar 

images then only can we retrieve their textual 

information (title and tags) from our database. 

 

3.4 Tag Recommendation 

Now we can  recommend tags for the query 

images X s. Using FIRE we got the most similar images 

(from the train dataset) to the query image. We use the 

image titles of these similar images to form a list of all 

the tags that have been associated with these similar 

images. We then find the most popular tags among this 

list and add them to the recommended tags column in 

the test dataset for that particular query image.  

To improve our results we have also added the 

title of the similar images as well as the title of the 

query image to the list that we formed of all the 

associated tags. This helps as follows: for example the 

query image has title „beach volleyball‟, but due to 

some reason the tag „volleyball‟ is not a part of the most 

popular tags list and hence is not recommended. Thus 

by adding the title of the query image we are increasing 

the chances of the tag „volleyball‟ to be returned as one 

of the recommended tags. The same reason holds good 

for why we are adding the titles of the similar images to 

our list. To summarize the tool should use all the data 

that is available to it for the task of recommending tags.  

 

4.  Experiments and Results 

This section explains the four experiments 

performed over our dataset. The images in the test 

dataset act as the query images for our system. Similar 

images for these query images are searched from the 

images in the train dataset. The experiments compare 

the tags that are recommended for the query images by 

our system, with the “Ideal Tags” of these images or the 

tags that were associated with the Image on Flickr. Our 

goal is to show that the tags recommended by our 

system are accurate and relevant. 

We have four different sets of images in our 

dataset. The first one comprises the images that have at 

least one of the following words, “Clouds”, “Flower”, 

“Tree”, “Beach” , “Sunset”, “Winter”, “Night”, “Grass”, 

“Dog”, and “Water”, in their title or tags. The second has 

images with two of these keywords occurring together in 

their title or tags such as, “Beach” and “Water”, 

“Winter” and “Night” etc. Similarly third and fourth 

datasets have images with triplets of these keywords and 

images with quadruples of these keywords occurring 

together in their title or tags. We refer to these sets of 

images as „One-Word queried images‟, „Two-Word 

queried images‟, „Three–Word queried images‟ and 

„Four-Word queried images‟ respectively. We have 
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conducted separate experiments on these sets of images 

and observed the variation of results. 

For each of these sets of images we divide them 

into test-dataset and train-dataset. Test-dataset has the 

images that are uploaded to our system one by one for 

annotation i.e., they contain all the Query images. Each 

query image is then uploaded to our system. Next the 

administrator of the system finds images in the train 

dataset that are visually similar to the query image using 

FIRE. FIRE retrieves the ten most similar images to the 

query image, based upon a similarity score. After 

retrieving the ten most similar images to the query 

image, the administrator passes the titles of all these 

similar images to our database which has the textual 

information of all these images. Next using the titles of 

these similar images the administrator finds the tags that 

are associated with these images in the traindata table 

and forms a list that contains the titles and tags of the 

similar images. To the list we also add the title of the 

query image. This is done to improve the accuracy of 

recommended tags. Now from this list thus formed, we 

find out the most frequently occurring keywords and 

recommend them as tags for the query image. Finally we 

store these recommended tags in the “recommended 

tags” column of the testdata table for the respective 

query image. We repeat these steps for each of the query 

images in the four different sets of images we have.  The 

following example illustrates all this visually: 

 

Suppose the user gives the following image as input to 

the system. 

Title:   Beach Volleyball 

Ideal/Original Tags: Beach, Volleyball, Sport, Sand  

Recommended Tags:   To be recommended by the 

annotation system 

 

                     
 

This image becomes our Query image X and 

has been selected from the test dataset. Table 1 shows a 

snapshot of the test dataset (before the annotation of the 

image). The tags that have been downloaded along with 

these test-data images from Flickr are the Original or the 

„Ideal‟ tags. It is clearly visible that this image is a part 

of the One-Word queried images set, as it contains only 

one keyword „Beach‟, out of our list of ten keywords, in 

either its title or tags. 

Then our system extracts the visual features of 

the query image X and using the CBIR FIRE system 

finds visually similar images to it, in the images in the 

train dataset of our system. FIRE returns the following 

images are the four most similar images in the train 

dataset to the query image X. 

 

 

Title:      Volleyball                             123X104 

            

                                    
 

                Game                              Volleyball Match 

                        
 

Next the titles of these similar images are sent to the train 

dataset table, to get the Tags associated with the 

respective images. Table 2 shows a snapshot of the Train 

Dataset table. 

 

       

Image 

Id 

Image 

Title 

Ideal Tags Recom.

Tags 

1 Beach 

Volleyball 

Beach,Volleyball, 

Sport,Sand 

 

Table 1: Snapshot of Test Dataset Table before the 

recommendation process 

 

 

Image 

Id 

Image Title Tags 

1 Volleyball Players,Shot,Ball,Sport 

2 123X104 Beach,Net,Volleyball 

3 Game Sand,Volleyball,Jump,Sport 

4 Volleyball 

Match 

Sport, Net, Beach, Shot 

 Table 2: Snapshot of Train Dataset Table 

 

Now the administrator forms a list of Tags and titles of 

the similar images and also including the title of the 

query image. Hence the list is now: 

Beach Volleyball, Volleyball, 123X104, Game, 

Volleyball Match, Players, Shot, Ball, Sport, Beach, Net, 
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Volleyball, Sand, Volleyball, Jump, Sport, Sport, Net, 

Beach, Shot. 

Finally from the list thus formed, the administrator 

finds out the most frequently keywords and recommends 

them as tags for the query image to the user, as shown 

below. 

Query/Input Image 

Title:   Beach Volleyball 

 

              
 

Output, recommended tags: 

1) Volleyball, 2) Beach, 3)Shot, 4) Sport 

 

The test dataset after this is: 

 

Image  

ID 
Image 

Title 

Ideal 

Tags 

Recom. 

Tags 

1 Beach 

Volleyball 

Beach, 

Volleyball, 

Sport, Sand 

Volleyball, 

Beach, Shot, 

Sport 

Table 3: Snapshot of Test Dataset Table after the 

recommendation process 

 

Result evaluation 

The results are evaluated using precision, average 

precision and mean average precision (MAP) 

Precision = (Number of recommended tags) ∩ 

(Number of original/‟Ideal‟ Tags) / (Number of 

recommended tags)  

Average precision refers to the average of the 

precision for the five query images of the same word. 

Here is the definition of average precision: 

Average Precision = Sum of Precision / Number of 

Query images  

MAP is the average of all the average precisions. It 

is calculated for each sets of images, i.e. One-Word 

Images, Two-word Images, Three-word images and 

Four-word Images. 

MAP = Sum of Average Precision of all query 

images / Number of Query images 

Usually, recall and F-score are also used to evaluate 

the result of retrieval systems. However, they are not 

used here as they do not have much applicability.  

Recall = (Number of recommended tags) ∩ 

(Number of original/‟Ideal‟ Tags) / (Number of 

original/‟Ideal‟ Tags) 

Fβ = (1 + β2) (Precision x Recall) / (β2 Precision + 

Recall) 

 The number of original/Ideal tags that any test-

image has, is totally dependent on the user who has 

uploaded that image (thus is quite variable). As recall is 

significantly dependent on the number of original/ideal 

tags, its value does not us tell much about the efficiency 

of our system. Also F-score is dependent on recall, hence 

it is also not a useful measure of  the efficiency of our 

system.     

 

Precision results  
The following table shows the results for Three-

word query images, i.e. images that have any three of  

the following keywords “Clouds”, “Flower”, “Tree”, 

“Beach” , “Sunset”, “Winter”, “Night”, “Grass”, “Dog”, 

and “Water” occurring together in their title or tags. We 

have approximately 1200 Three-Word query images 

(divided into testdata and traindata) in our dataset.  

Query Image having 

keywords: 

 

Average Precision (%) 

Winter,Night,Tree 67 

Beach,Sunset,Water 68 

Flower,Tree,Grass 68 

         Table 4: Results of Three-Word Query Images 

Thus the Mean Average Precision for the Three-Word 

query images is Sum of all Precisions/3= 67.6%. 

 The comparison of results for One-word, Two-

word, Three-word and Four-Word query images are 

shown below in Fig. 2. We observe good precision 

values in recommending tags for the images. We can 

easily see that the precision value for Four-Word query 

images is as high as 69%. Our remarks are qualitative 

opinions because there is no comparable data set in the 

literature for comparison. 

           Thus it is clearly visible that as the number of 

keywords increase in the query images, the precision 

values for the annotations also improve as our results 

show in Fig. 2. This can be accounted for the fact, that as 

the number of keywords increase in the query image, the 

image becomes more specific and users ought to tag it 

with similar keywords and hence our system gets better 

results  
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 During the course of the experiments another 

important observation was made. Until now we were 

assuming the tags for the query images given by the 

users on Flickr as „ideal tags‟, and we were trying to 

compare the tags recommended by our system for that 

image with its „ideal tags‟ and calculate the precision. 

However it might be that these ideal tags originally given 

by the user(s) are not very accurate. Hence we manually 

tried to observe the relevancy of tags (as a neutral user) 

recommended by our system for a sample set of 100 

images. We found out that for every 1 in 10 images the 

precision of tags was actually better than the precision 

calculated based upon the „ideal tags‟. Hence the 

precision goes up by 1.1% incrementally, and to a total 

level of 70.1% (for Four-word queried images). 

 Comparison to other annotation approaches is 

very difficult because their image test data sets and 

experiments details are not published. 

 

.5.Conclusions 

 In this project we have developed an automatic 

image annotation tool I-TAG which uses both visual and 

textual features and recommends relevant tags for them 

with high relevance. We showed that by accounting for 

both visual and textual features of the image that we are 

able to annotate the images with high precision. We 

chose the Flexible Image Retrieval Engine (FIRE) to 

perform similar image search based on visual features. 

FIRE is one of the best content based image retrieval 

systems in the ImageCLEF photographic retrieval task. 

The quality or accuracy of the image similarity by FIRE, 

or any other system that could be used instead, has of 

course a direct influence on the quality and accuracy of 

the tags. We have used MYSQL as our database, to store 

the textual information associated with images and 

extract this information when required. 

To annotate an image, first the user gives an 

image to the system which is called the query image. 

Then our system finds images in our database that are 

visually most similar to the given image using FIRE. 

Then the administrator of the system extracts the textual 

information i.e. titles and tags of these similar images 

and forms a list. To this list, the title of the query image 

is also added. Finally the most frequently occurring 

keywords in this list are recommended as tags for the 

query image. 

We have downloaded a dataset of 5000 images 

from FLICKR between the dates of August 2009 and 

October 2009. The title or tags of these images has at 

least one of the following keywords “Clouds”, “Flower”, 

“Tree”, “Beach” , “Sunset”, “Winter”, “Night”, “Grass”, 

“Dog”, and “Water” for restricting the dataset. 

 Experiments were conducted to evaluate the 

accuracy of our annotation system. The tags 

recommended by our system are compared with the 

original/ideal tags of these images provided by users to 

calculate precision. Testing with independent user judges  

should be done in the future. We have tested four kinds 

of image sets: One-word query images, two-word query 

images, three-word query images and four-word query 

images. Experiments are performed separately on these 

four sets of images. Our results based on average 

precision and mean average precision are shown in Fig. 

2, indicating maximum accuracy for four-word query 

images. 
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  Fig 1: I-Tag system overview 
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